3GPP TSG-SA3 Meeting #101-e 
S3- 210134
e-meeting, January 18 - 29 2021


















Source:
Philips International B.V
Title:
Additions to MBS Solution #2
Document for:
Approval
Agenda Item:
5.11
1
Decision/action requested

This pCR addresses Editor’s notes and includes clarifications in Solution #2 in TR 33.850.
2
Detailed proposal
The pCR addresses two Editor’s notes in Solution 2.
· Editor’s note: the relationship between K_transport and K_group is FFS. 
This Editor’s note is clarified as follows: “All keys shall be generated independently from each other in a secure way.”
· Editor’s note: the detailed description of key hierarchy is FFS.
This Editor’s note is clarified as follows: “For instance, K1 -> K2 means that K1 is used to protect the transport of K2 by ensuring its confidentiality, integrity, and freshness.”
Furthermore, it gives further details about the operation of the solution.
**** START OF CHANGE 1 ****
6.2.2.1
MBS group key distribution and update 
This section explains the logic of step 18a and 18b in Figure 6.2.2.1. using two approaches:

Default approach:

The default version uses key hierarchy:

 MUK -> K_group
Step 18a relies on K=K_group, i.e., this message is used to directly update K_group by means of MUK. If K_group needs to be updated and the group size is N, this approach requires the exchanged of N messages.
In Step 18a, EK1{K2} means authenticated encryption of key K2 with key K1 and is used to indicate the secure delivery of K2.
Communication optimized approach:
Alternatively, a key hierarchy” MUK -> K_transport_i-> K_group” can be used. This alternative is useful to decrease the communication overhead to roughly 2 SQRT(N). In this approach, a multicast group with N members is divided into M disjoint sets S_i of UEs with i={1,…,M}. Each set has roughly L ~ N/M UEs. 
Each UE has three keys: a device specific key, MUK; a transport key K_transport_i shared with other L-1 devices in the same set S_i; a group key shared with all N devices and used to protect the MBS traffic. All keys shall be generated independently from each other in a secure way. The MUK is used to securely deliver transport keys in a point-to-point connection. The transport keys are used to securely deliver the group key. The key hierarchy is as follows where the arrow indicates protection. For instance, K1 -> K2 means that K1 is used to protect the transport of K2 by ensuring its confidentiality, integrity, and freshness. 










MUK -> K_transport_i -> K_group

The distribution and update of the group key is done by means of two messages:

· Message 18a: in this meassage, K=K_transport_i and is used to provide UE with the key transport for the set it belongs to protected with the UE’s MUK.

Upon reception, a UE first verifies the message authentication code, and if it is correct, it decrypts its transport key. Freshness can be achieved in multiple ways. For instance, an increasing initialization vector can be used that depends on the initial access token exchanged in Step 17.

· Message 18b: the new group key is distributed by protecting it with the transport keys in a point-to-point or in multicast messages. The hash of the new group key H is included in this message. 

Upon reception, a UE first searches the part of the message that is addressed to its set. For instance, if the UE belongs to set z, the UE needs to look for EK_transport_z{K_group}. Then, the UE verifies the message authentication code, and if it is correct, it decrypts the new group key. Freshness can be achieved by using the same freshness counter as used for the distribution of MBS traffic. Finally, the UE also checks whether the hash of the decrypted key equals the hash H of the group key that is appended at the end of this message.

These two messages 18a and 18b can be combined to address different situations:

1. Initial key distribution to a UE: the UE is provided with its transport key and the group key in a same message combining 18a and 18b. 

2. Key update triggered by a too long usage of key group: Message 18b is used to distribute a new group key to all UEs.

3. Key update triggered by a new device joining the group: Message 18a is used to deliver the corresponding transport key to the new UE. Then, Message 18b is used to distribute a new group key to all UEs.

4. Key update triggered by a UE leaving/being revoked: If a UE leaves or is revoked, its transport key associated to its set and the group key are compromised. To deal with this situation, Message 18a is sent to the L-1 UEs in its set to update the transport key. Afterwards, message 18b is used to distribute a new group key to all UEs.

This approach is efficient and resilient since the update of the group key due to a device leaving the group only requires L – 1 + M messages instead of N that would be required when only point-to-point messages are involved. For instance, if N=1600, M=40, L=40, then the key update only requires 39 point-to-point messages for the update of the transport key associated to the set of the device that is leaving and 40 messages for the group key update. This choice is good since the total number of messages is minimized when L=M=SQRT(N). Another choice might be M=1 so that there is a single transport key or M=N so that there are N transport keys.
Since M transport keys are used, an attacker that compromises a UE can only try to update the group key of up to L-1 devices. This limits the impact of such an attack, in particular, compared with a situation in which a single transport key is used to protect the update of the group key where N-1 would be affected. Furthermore, even this attack has limited chances of success because the hash of the group key is included in Message 18b so that devices in other sets – that potentially might also receive this fake group key update -- can check the consistency by means of H, detect the attack, and inform the 5MBS.
Editor’s note: Reliability of the scheme is FFS
 

**** END OF CHANGE  ****

